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1. INTRODUCTION:   
IPC mechanisms are used for transferring information between two or more processes. but they may be implemented 

of many ways in the operating system. 

(i) Whether the communication is restricted to related processes. 
(ii) Whether the communication is write-only and read only 
(iii) Whether the communication is between two processes or more. 
(iv) Whether the communication is synchronous, i.e. the reading process blocks on a read. 

In this paper, I evaluate three popular and powerful inter- process communication mechanisms – Semaphore, message 

queue and shared memory. 

 

2. POTENTIAL IPC PROBLEM: 

An Interprocess communication (IPC) needs the utilization of resources, like memory. That square measure 

shared between processes or threads. However, the major drawbacks of IPC are: 

2.1 Starvation Problem 

 It’s may be a condition wherever a method doesn't get the resources it desires for a protracted time as a 

result of the resources area unit being allotted to alternative processes.  It usually happens in an exceedingly 

Priority primarily based programming System. 

2.2 Deadlock Problem 

 A situation condition will occur once two processes would like multiple shared resources at a similar time to 

continue. 

3. REVIEW OF IPC MECHANISAM: 
IPC mechanism divided into categories: 

 Shared Memory 

 Message Queue 

 Semaphore 

 

3.1  Shared Memory 

 Shared memory permits multiple processes to share store house. This technique is that the quickest to 

coordinate. In general, one method creates/allocates the shared memory section. The size and access permissions for 

the section area unit set once it's created. The process then attaches, or opens, the shared segment, causing it to be 

mapped into its current data space. If needed, the making method then initializes the shared memory. Once created, 

and if permissions allow, alternative processes will gain access to the shared memory and map it into their information 

area. Ordinarily, semaphores area unit want to coordinate access to a shared memory section. When a method is 

Abstract: Inter process communication is used to design process for a microkernel and nanokernels. 
Microkernels cut back quantity of functionalities provided by the kernel. So, reliability is the more important 
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