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Abstract: In recent days social networks grow at every timestamp. Peoples are communicating with each other through social applications. So link 
prediction is the research trend in the current era. Through this link prediction, more people can connect with each other for communication-based on 
their similar features. In this area various machine learning techniques like supervised and unsupervised learning are used to improve the performance 
and similarities based features. Hence, Deep learning models are used to give better results as we take various analyses of research papers. 
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1 INTRODUCTION               
In the social network, peoples are connected with each other 
to do communication. The social network is a graph 
representation where two users are nodes and they associate 
with some form represent as an edge. There are undirected 
and direct links in the network graph. If there is a connection 
between sources to the destination, the link is directed and if 
there is no connection between sources to the destination, the 
link is undirected. In recent days, link prediction is the current 
trend to analyze the social network and predict future links 
which are the upcoming friends who are known or unknown in 
their mutual friends' list. Many social network applications are 
used to predict the link such as facebook, we-chat and 
LinkedIn. The social network is changing a period of time 
which is known as temporal network. In temporal large 
network is still a challenging task with largely recorded 
parameter responses to predict a link. The various link 
prediction methods are used to calculate the similarity of 
nodes, to predict a missing link, to detect a group of objects 
and the proximity of nodes. In early days, many efforts have 
been devoted to developing systems or tools to predict future 
link states based on historical data with state of the art 
methods which have some weakness like capacity and 
computational problems [1]. The supervised and unsupervised 
techniques are given a good performance to predict the link 
hence to improve the performance and to overcome these 
weaknesses various algorithms are designed to predict 
maximum relevance link prediction for the neighbor based 
networks in deep learning. 

 
2 DIFFERENT METHODS OF LINK PREDICTION  
 
2.1 Neighbor based Metrics 
Neighbor based method is used to find similarity between two 
nodes.. 

1. Common Neighbors (CN):Given two nodes, x and y are 
connected with each other with a common neighbour [2]. 
It is calculated as: Common_neighbor (x, y) =⌊𝛤(𝑥)  ∩
 𝛤(𝑦)⌋ 

 
 
 
 
 
 
 
 

2. Jaccard Coefficient (JC):  It calculates as part of the 
common neighbours in the total number of neighbours 
[2]. It is defined as:  
Jaccard Coefficient (x, y) = ⌊𝛤(𝑥)  ∩  𝛤(𝑦)⌋ ⌊𝛤(𝑥) ∪  𝛤(𝑦)⌋⁄                                           

3. Adamic-Adar coeffient (AA): Social network applies this 
technique in different situations. It is defined for less 
number of neighbors with heavy weights [2]. 

Adamic_Adar(x,y)= ∑
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2.2 Path-Based Metrics 
The sequence of nodes is connected with the sequence of 
links in the network. Hence in this method nodes and 
neighbors information is required to calculate the similarity of 
nodes. 
1. Shortest Distance (SD):If two nodes are more similar then 
their distance is short [2]. 

SD Score (x, y) = length (shorts(x, y)) 
2. Local Path (LP):  There is an adjacency matrix at length 2 
and 3 represent as A2 and A3. The adjacent factor could be 
fined as α which is the number between -1≤ α ≤1 [2]. 
LP=A2+αA3 
3. Kartz  (KA): This method is used when a path is long with 
less weight to find similarities. It is defined as a set of all paths 
between x and y and the growth of length decay factor is used 
between 0 ≤ 𝛽 ≤ 1 [2]. 

Katz (x, y) = ∑ β   
    × |paths   

 |= βA + β A  + +β A +… 

 
2.3 Random – Walk Based Metrics: 
The source node to destination node random walk generates. 
It can be denoted by transitional probabilities between node 
and their neighbors. Based on a random walk, it can be 
calculated similarities between nodes through many link 
prediction metrics [2]. 

 
3 NETWORK EMBEDDING METHODS 
 
3.1 Node2Vec: 
Using deep learning, such applications are audio, video, 
network analysis and text analysis the Word2Vec and 
Node2Vec algorithms are there. For the document embedding 
and text embeddings, the Word2Vec algorithm is used. For the 
graphical structure and especially for the node embeddings 
the Node2Vec algorithm is used. By using the Node2Vec 
algorithm can be found maximum links in the many more 
applications like protein interactions, social network and co-
authorship network. Firstly, the given datasets are plotted into 
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