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Abstract :  In this paper, we present TwiSent, a sentiment analysis system for Twitter. Based on the topic searched, TwiSent 

collects tweets pertaining to it and categorizes them into the different polarity classes positive, negative and objective. However, 

analyzing micro-blog posts have many inherent challenges compared to the other text genres. Through TwiSent, we address the 

problems of 1) Spams pertaining to sentiment analysis in Twitter, 2) Structural anomalies in the text in the form of incorrect 

spellings, nonstandard abbreviations, slangs etc., 3) Entity specificity in the context of the topic searched and 4) Pragmatics 

embedded in text. The system performance is evaluated on manually annotated gold standard data and on an automatically 

annotated tweet set based on hashtags. It is a common practise to show the efficacy of a supervised system on an automatically 

annotated dataset. However, we show that such a system achieves lesser classification accurcy when tested on generic twitter 

dataset. We also show that our system performs much better than an existing system. 
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I. INTRODUCTION 

Social media sites, like Twitter, generate voluminous amounts of data which can be leveraged to create applications that 

have a social and an economic value. In this paper, we present a hybrid system, TwiSent, to analyze the sentiment of tweets 

based on the topic searched in Twitter. Even though Twitter generates a large amount of data, a text limit of 140 characters 

per tweet makes it a noisy medium for text analysis tasks. Compared to other text genres like News, Blogs etc., it has a poor 

syntactic and semantic structure. For example, consider the following tweet “Had Hella fun today with the team. Y’all are 

hilarious! &Yes, i do need more black homies...... ”. Apart from the irregular syntax, the following sentence has other 

problems like slangs, ellipses, nonstandard vocabulary etc. A direct analysis of such noisy text using commonly applied 

Natural Language Processing (NLP) tools would be futile, as it may not give the desired results. Further, the problem is 

compounded by the increasing number of spams in Twitter like promotional tweets, bot-generated tweets, random links to 

other websites etc. In this paper, we tackle the following problems which are exclusive to a micro-blog genre like Twitter 

for assessing the sentiment content: Twitter based spam, Spell checker for noisy text, Entity detection and Pragmatics. 

II. RELATED WORKS 

[1] provides one of the first studies on sentiment analysis on micro-blogging websites. [2] and [4] both cite noisy data as 

one of the biggest hurdles in analyzing text in such media. [1] describes a distant supervision-based approach for sentiment 

classification. They use hashtags in tweets to create training data and implement a multi-class classifier with topic-dependent 

clusters. [2] proposes an approach to sentiment analysis in Twitter using POS-tagged n- gram features and some Twitter 

specific features like hashtags. Our system is inspired from C-Feel-IT, a Twitter based sentiment analysis system [3]. 

However, TwiSent is an enhanced version of their rule based system with specialized modules to tackle Twitter spam, text 

normalization and entity specific sentiment analysis. 

There has not been much work around text normalization in the social media, although some work has been done in the 

related area of sms-es [5]. We follow the approach of [6] and attempt to infuse linguistic rules within the minimum edit 

distance [7]. We adopt this simpler approach due to lack of publicly available parallel corpora for text normalization in 

Twitter. 

Unlike in Twitter, there has been quite a few works on general entity specific sentiment analysis. Many approaches have 

tried to leverage dependency parsing in entity-specific SA. [8] exploits dependency parsing for graph based clustering of 

opinion expressions about various features to extract the opinion expression about a target feature. We use dependency 

parsing for entity specific SA as it captures long distance relations, syntactic discontinuity and variable word order. 

The works [1][12][13] evaluate their system on a dataset crawled and auto-annotated based on emoticons while [14] 

annotate the crawled data based on hashtags. We show, in this work, that a good performance on such a dataset does not 

ensure a similar performance in a general setting. 
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